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Abstract

A real time system is described for automatic de-
tection and tracking of multiple persons, in the con-
text of video-conferencing systems. This system, called
MULTRAK (MUltiperson Locating and TRacking Au-
tomatic Kernel), is able to continuously detect and
track the position of faces wn its field of view. The
heart of the system is a modular neural network based
face detector, giving fast and accurate face detection.

1. Introduction

One drawback of current video-conferencing sys-
tems is their passivity. It limits the freedom of move-
ment of the participants, and requires their interven-
tion in case of a changing context: for example, the
field of view of the camera may need a manual adjust-
ment when a new participant arrives. The participants
of a video-conference are at the same time the actors
of the communication, but also, in a limited way, the
cameramen and sound engineers.

To free the participants, we propose to create ac-
tive and adaptive intelligent video-conferencing sys-
tems. With this goal in mind, the first step is to build
a subsystem capable of perceiving, in real time, the
positions of the different participants. This feature
can be used to adjust automatically the field of view
of the camera used to obtain the image broadcasted to
the distant participants. It can also be used to control
acoustic arrays for directive sound pick-up (see for ex-
ample [2]), or to control a specialized camera for more
focused views (of the current speaker for example).

Different systems locate and track faces in real time,
using different techniques. For example, using skin
color detection possibly completed by shape analysis
([4]and [5]), using ellipses detection ([7]), or three di-
mensional analysis with two cameras ([6]). In most
cases, however, only one face 1s taken into account,
and multiple detecting and tracking is not considered.
Other systems tracking multiple moving objects exist,
but do not check that what 1s tracked corresponds to
a person or face (see for example [3]).

We present MULTRAK (MUltiperson Locating and
TRacking Automatic Kernel), a system which locates
and tracks the different persons participating in a

video-conference, and is able to control a second cam-
era for optimal framing. This system is based on the
LISTEN system [2].

2. The LISTEN system

MULTRAK is derived from the LISTEN system,
using the extended face detection subsystem described
in [1]. Using skin color and movement detection, LIS-
TEN is able to extract regions of interest. A neural
network based face detector is applied on these re-
gions, and once a face is detected, the system tracks
the corresponding skin color region, controlling the
pan, tilt and zoom of a motorized camera.

The use of a neural network to detect faces in im-
ages was proposed by several authors, and gave the
best results published so far for face detection ([8] and
[1]). A previously trained neural network classifies a
fixed size sub-window as face or non-face. Without
prior knowledge, all possible positions and scales of a
face in an image must be tested. The drawbacks of
such an approach are its computational cost, and the
need of a very low false alarm rate.

In LISTEN, face detection is based on the classi-
fication of a 15 by 20 pixels sub-window, after nor-
malization, using a modular neural network. Normal-
ization of the sub-window is done by histogram en-
hancing, smoothing and subtracting the average face.
The modular network is composed of three networks.
Two of these networks, one for front viewing faces, the
other one for turned faces, are MultiLayer Perceptrons
(MLP) with two hidden layers. They are trained to
reconstruct the faces presented as their input. A non
face sub-window is reconstructed as the nearest face in
the estimated set of face learned by the network. The
distance between a sub-window and this set of faces
is then estimated by the distance between this sub-
window and its reconstruction by the network. In this
way, each network is able to estimate the probability
that a sub-window is a face: a front viewing face for
the first one, a turned face for the second one. The
third gating network, a simple MLP with one hidden
layer, 1s used to combine the outputs of the two net-
works. This modular architecture was tested using the
standard CMU test set A [8]. The combination of the
three networks give a good detection rate (85 %) with
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Figure 1: Left: image analyzed by MULTRAK, from the first camera. Right: the obtained regions of interest and two
detected faces (white rectangles). The left person has just been entering the field of view and is not yet detected.

false alarm rate below 1076, which is the best result
published so far on this test set. It is able to detect
turned faces (up to 50 degrees) with a detection rate
above 70 %.

The use of skin color and movement detection re-
duces drastically the number of positions and scales
to test: detection of a face in a region takes about
0.5 sec. Once a face 1s detected, the corresponding
skin color region is tracked at 25 images per second.
As our neural network has a very low false alarm rate,
the tracked region is almost guaranteed to correspond
to a face (for a region, the false alarm rate is approx-
imately 5.10~%, as 500 positions and scales are tested
for each one).

3. The MULTRAK system

As opposed to LISTEN, which uses only one mo-
torized camera for detection and framing of a person,
MULTRAK uses a fixed camera with wide field of view
to analyze the scene. The image broadcasted to the
distant participants of the video-conference is obtained
by a second camera, with a frame controlled by MUL-
TRAK. Using the same skin color detection technique
used by LISTEN;, the regions of interest (skin color re-
gions) are extracted. For every new incoming image,
a different region of interest is tested with the face
detector. For each detected face, the corresponding
region is tracked. This region will no longer be tested
for face detection, to save processing time. Figure 1
shows an example of the detected regions of interest,
as well as two faces tracked by the system.

All the regions corresponding to faces are tracked
continuously. The regions of interest not correspond-
ing to faces are tested again regularly, one for each new

image acquired through the fixed camera. Heuristic
criteria, based on the variation in appearance of the
skin color region, are used by the system to estimate
when the tracking of a region is faulty. In this case,
this region 1s no longer tracked but reappears as a re-
gion to be tested. As only one region is tested for
each new image, we obtain a quasi-constant process-
ing rate, and as the tested region is different for each
image, incoming new faces, corresponding to new re-
gions of interest, are rapidly detected. A face lost by
the tracking system but still present in the image is
also quickly detected again.

One important difference between LISTEN and
MULTRAK, is the constant application of the face
detector to regions of interest not corresponding to a
tracked face to detect possible new faces. As a con-
sequence the face detector must be fast enough to be
used for each image acquired. This i1s not the case of
the face detector used by LISTEN.

4. The neural network

To be efficient, the MULTRAK system needs a de-
tection module faster than the modular neural net-
work previously used with LISTEN, without degrada-
tion of the performances. To obtain such a face detec-
tor, the idea is to create a much simpler neural net-
work, called pre-network. It is a relatively small and
fast network with a very high detection rate (above
95 %) but also with a high false alarm rate (up to
3 %). This network, unusable alone because of its
poor false alarm rate, can be used as a filter which
discards more than 97 % of the hypothesis (location
and scale of possible face) presented to it. This fil-
ter is used after the normalization on the extracted



Modular network

Module 1
= Pre | K

Network

Front faces

Turned faces

Module 2

e > Rl

Inputs (300 pixels)
Gate

r-—-%*"--1----17
N4

network

A

Non face

Figure 2: General structure of the combined face detector

sub-window corresponding to the hypothesis (15 by
20 pixels). The normalization is the same as the one
used in LISTEN (histogram enhancing, smoothing and
subtraction of the average face). The modular archi-
tecture previously reported is then applied to the sub-
windows corresponding to the remaining hypothesis.
As the detection rate of the pre-network is very high,
the detection rate of the combined system 1is close to
the detection rate of the modular network alone. Since
more than 97 % of the hypothesis are tested using only
the pre-network, which is far simpler than the modular
one, the combined system is faster.

The pre-network is a single Multi-Layer Perceptron
(MLP) using the same input as the modular network
described above (15 by 20 pixels). It has 20 hidden
neurons, and one output (face/non-face), for a total
of around 6000 weights (as compared to more than
70000 for the modular network). The pre-network is
trained using standard back-propagation and the same
face examples used for the modular network (= 14000
front view and turned faces). These examples repre-
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sent faces centered in the 15 by 20 pixels sub-window
and at a scale corresponding to its size. Approxi-
mately 50000 specific non-face examples (15 by 20 pix-
els sub-windows, which do not correspond to faces)
were obtained using an iterative algorithm. A first
pre-network is trained using a certain number of sub-
windows collected randomly in natural images without
faces as non face examples. This pre-network is then
tested on natural images and a random subsample of
the false alarms of this pre-network are added to the
set of non-face examples for a new training. The ob-
tained pre-network is tested again and random false
alarms are added again to the set of non-face exam-
ples. This process is repeated until the false alarm
rate is satisfactory. At each stage, half of the face set
and of the current non-face set are used as training
sets. The remaining halves are used for the validation
set to stop the training.

The general structure of the combined network is
shown in figure 2. On the validation set, the pre-
network achieves a detection rate of more than 99 %



for a false alarm rate below 3 %. The combined sys-
tem is tested on the CMU test set A ([8]). It gives
an overall detection rate of 80% for a false alarm rate
below 107°, as compared to 85% (with approximately
the same false alarm rate) obtained by the modular
network alone. The combined system detects turned
faces up to 50 degrees (with a detection rate over
70 %). The lower detection rate is not critical, as
with MULTRAK, if a face is not detected within a
region of interest, this region will be tested again on
future images. Due to its size, the pre-network alone
1s approximately ten times faster than the modular
network. However, approximately 3 % of the sub-
windows must still be processed by this modular net-
work. Taking into account the normalization time,
the combined face detector is more than four times
faster than the modular face detector. Even on re-
gions corresponding to faces, the pre-network discards
a great number of possible positions and scales; as it
was trained to detect correctly scaled and positioned
faces.

5. Discussion

The MULTRAK system is able to detect and track
any number of persons, provided these persons are not
too far from the camera (see figure 3). The size of
the sub-image processed by the neural network cor-
responds to the minimum detectable face size. Com-
bined with the size of the processed image (480 by
360 pixels), it gives a maximum field of view corre-
sponding to four or five persons sitting behind a table
in the context of a video-conference. The extension of
this field of view 1s possible provided a complete image
(PAL format, 768 by 576 pixels) is processed, giving
a field of view suitable for up to seven persons. The
system operates at a constant rate of around 7 images
per second. The detection of a new person is typically
achieved in less than one second.

The current limitations of the system are the prob-
lem of background with skin color, and the problem
of region crossings. The presence of skin color in the
background, near the position of a face, can create a
region of interest including both the face and a part
of the background. In this case, detection by the net-
work i1s more difficult. The presence of skin color in
the background creates also a number of added re-
gions, which increases the possibility of region cross-
ing. Two crossing regions are merged into one, and in
this case, the regions appearance is not stable. The
heuristic used by the tracking algorithm can consider
the face to be lost. If the two regions corresponded
to a face, one is automatically lost, as only one region
exists now whereas two where present before. In all
cases, the system 1s able to recover a correct function-
ing when the two regions part, and the lost face is
detected again in the following images.
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Figure 3: Left: image obtained through the fixed camera analyzed by MULTRAK. Right: Corresponding automatically
framed image, obtained through the second camera. Top: Video-conference with two persons. Bottom: arrival of a
new person. White rectangles indicate the tracked faces.



